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Abstract

In the present paper a new bivariate distribution has been derived from univariate Rayleigh distribution using the concept
given by Mongestern (1956). This bivariate Rayleigh distribution is then considered to obtain the Induced (concomitants) order
statistics.

In the section 1 characterization of univariate Rayleigh distribution and bivariate Rayleigh distribution has been provided.
In section 2 and 3 the density function of order statistics and induced order statistics have been obtained. To characterize the
model the moments of induced order statistics have been also obtained. The moment generating functions and cummulant
generating function has been obtained. The joint distribution of two concomitants is also obtained in section 4.
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Characteristics of Rayleigh distribution & bivariate

¢ Rayleigh Distribution: In probability theory and Statistics, the Rayleigh distribution is a continuous probability
distribution. A Rayleigh distribution is often observed when the overall magnitude of a vector is related to its
directional components. The distribution can also arise in the case of random complex numbers whose real and
imaginary components are i.i.d. Gaussian. In that case, the absolute value of the complex number is Rayleigh—
distributed. The distribution is name after Lord Rayleigh.
The p.d.f of Rayleigh distribution is

Xe—Xz/ZO'2
f(x)=—5— 0<x<oo (1)
o
The cumulative distribution function of above distribution is
X
F(x):j f (x)dx 0<x<o
0

=1/
The reliability function at time t say R (T) =P (T>t) is
R(X)=p(X >x)=e*"*
The arithmetic mean for the Rayleigh distribution is

E(X)= Io xf (x)dx:c\/g
The variance for the Rayleigh distribution is
V(X)=E(x?)-(E(x)) =22Z o2
The median of the Rayleigh distribution is
Me = o ,/log(4)

Bivariate Rayleigh Distribution: A bivariate distribution can be developed by using the concept of Mongestern
(1956) as follows:

Let X and Y follows univariate Rayleigh distribution with p.d.f. defined in eq. (1)

Now, to derive a bivarite distribution the following form is used.

F(xy)=F(x)F(y)[1+5(1-F(x) [[1-F(y)] (2)
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Let put 6=-1
7x272y2 72x27y2 7x27y2
-x2/2¢5? 2

2 2
=1l-e —e V% L 20" L@ 200 _g 0 ..

Probability density function: The p.d.f. of the bivariate Rayleigh distribution will be

2 _x2_2y? _ox2_y? _x2_y?
f(xy)= ddy[f(x,Y)]=2Xy e 2 t+e 2 -2 (@)

dx o’
It can be proved that H f(xy)dxdy=1

The conditional pdf of x given y is

2_\,2

—x%—y —2x? —2x%-y?
f(x/y)=—f(x’y) _ 2l 2t et e 20 ..(5)

fly) |

and conditional pdf of y given X is

-2y
f(y/x)=—f(x’y) _ 2l ert g 2t _pg 2 ..(6)

tx) |

¢ Probability density function of induced order statistics: In this section, density function of Order Statistics
and their Induced(Concomitants) have been obtained. For Rayleigh distribution the pdf of the r'" order statistics
can be obtained as:

Q

2 —xPy? —x2-2y?

f e [FO0 =R (] )
= X — X } X
o (r=1)}(n-r)!
2 r-1 ) n-r+l
X 207 207
=C., —|1-e e (1)
o
For r=1 the pdf of the first order statistics
X = ’
:CI:n 7 ez" (8)
o
For r=n the probability density function of the n" order statistics
e\ e
X X =X
=C,, —|1-e¥" | e¥ ...(9)
T o

The probability density function of the n® concomitant of the order statistic for r=n is,

S (y):j f(y/x) f,, (x)dx

2y 2oy? “x2_2y? e\ e
* 2Y | J20? o 2 207 X 20 | g2o?
=J' —|e? +e —2e C.. —5|1-¢e e dx ..(A)
0
o log
This expression can be solved as
2y -y 2yn -y 4ny -y
2 2 2
g(n:n)(y)= =— 87 + e~ er --(10)
c o’B(2,n) o’B(2,n)

It can be proved that j 9n) (y) dy=1.
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The probability density function of yni.e. r'" Induced order statistic will be
n

Oy (¥) =2, (_1)H i—1c N 9 ()

X i-r . 2y —y?1c? 2y| —y?1206? 4' —y?/c?
_ 1 _ Y -y I AP L y
2 ()1t [02 © TB(2i)" oB(20) " }
(1)

We can obtain the probability density function of first concomitant of the order statistics by putting r=1 in (11) as
follows:

C i-r . 2y 252 2y “y?/26? 4 2 Io?
. = -1 - — e +——e" - yeV’? ...(12
g(l.n) (y) ; ( ) lCr |:O-2 O'ZB(Z,].) O'ZB(Z,].) y ( )
Moments of y(n:n):
Now we will derive the expression for ki moment of y(n n k=0,1,2,....... n.
o 12y g2 2yn ~y2120? 4n -y’Io?
= —€ +————¢€ - —FYe °1d ...(B
v [02 o?B(2.n) o?B(2n) g ®
This expression for moment can be solved as
k ok/2+1
_olki2ei|14 N0 2 2N .(13)
B(2,n) B(2,n)

Similarly one can obtain the expression for ki moments of y(..n as:

Wy =E [ J= [, ¥ 0m (9) 0

:i (-1) i1 [Jk k/2+1{1+ A }

B(2,i) B(21i)
..(14)
3. Moment generating function and Cumulant generating function of yn:n:
Moment generating function of y(:n) is given by:
t
M(n:n) (t): E |:ey g(n:n):|
ty —y? /o2 ty -y2/20? ty —-y?/c?
= —e e d+—e e dy— ——— | eye dy ...(0
I, veray ] oB(2n)" d aB(ZnI e w

This expression for moment generating function can be solved as
2z e““ﬁ’Z oan 2z et on 24z eV

My (1) = Gt_z\/— B(2,n) ot—+2z _B(z,n) ot—247

Now to obtain the moments by expansion method, one can use the following expression.
r

W = Coefficient of v

...(15)

[r
Differentiating is this manner upto k times we get the k' moment of y(-.n):
d* 2z e"V* 2n 2z V7 2n 24z eV

—u . (t —
dt* Hen (1)= ot-2d7 B(2,n) ot—2z B(2,n) ot-2Vz
_ 2\/_ ect«/; z 2\/5 th 27-1 ~ 22\/2 eth«/Z—Z
ot-20z B(21)ot-v2z B(21l)ot-2vz
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u 2\/2 ect\ﬁ z 4\/2 estx/Z—Z ~ 4\/2 thZ\/Z——Z
2T ot-2yz B(22)ot-+v2z B(22)ot-2yz

4. Joint distribution of two concomitants yr:n) and y(s:n):
The joint p.d.f of Y.y and Y ) is given by

(esm (Yo ¥2) J. J' FOy /%) F(Yo!%) fran (X X)) dx, dx, ....(16)
The joint p.d.f of X, and Xs:n for the bivariate Rayleigh distribution with pdf (2).
(r:sn) (X1X2) Cr:s:n [F ] _1|:F X2 ]5 - [1 f XZ)]H—S f (Xl) f (XZ) ...(17)

n!

S = Di(s_r—1)1(n_s)!

r-1 s-r-1

=Cr:s:n (_1)r—1—j ( )s r-1-k r— lC S_r— lC

j=0 k=

0
o _)(12 r—j+k o _)(22 n-r—k xl)(z (18)
P 20° P 20° o’

Putting the value eq.(18) in eq.(16)
Qsm (Y Y2) = [, |7 FO01%) F(¥21%) o (X %) dx dx,

r-1 s—r-1
4yly2 Crsn Z (_1) r—1-j (_ )s r-1-k r— lc S—r— 1C

c° =0 k=0

X

" Yy (X | (X 2y 2\
oo (522 o] (4520)) ]
- (o2
n—r+k
» Y X + Y7 X2 +2y? X2
L {exp ( . j + exp [ ?H —2exp {—(# exp| — 2;2 X, dX, ...(D)

This expression is solved as

4y1y2 Crsnrz_lsil —l— _ sr—lkr lCS r— 1C

j=0 k=0

2

. X
| exp(—(r-j+k) -1 2

exp y21 _ 20° +exp y12
o —(r—J+k) 20

2

. X
exp (—(r—j+k+1) 2022 —1_26)( _y?
- p >
—(r—j+k+1) o

2
exp (—(r - +k+1) 22,1 exp[ Gyzj exp(zfj ZEXD( Gyj

—(r—j+k+1) (n—r—k) (n—r—k+1)+(n—r—k+1)

...(19)
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Conclusion 2.

In this chapter a new bivariate distribution named
as Rayleigh Bivaraite distribution by using lines of

Mongestern (1956) is developed. The distribution of 3.

order statistics and their induced statistics had been
obtained. To characterize the distribution the moments

of concomitants of order statistics have been also 4.
obtained.
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